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(57) Abstract :
Embodiments of the present disclosure provide a system (100) and method (200) of converting a mirror into an automated AI-based
assistant. In an aspect, the present disclosure provides a method (200) of converting a mirror into an automated AI-based assistant.
The method (200) begins with detecting (202), by a processor (102), a presence of a user in a field of view of the mirror. Next, the
method (200) interprets (204), by the processor (102), one or more hand gestures of the detected user. Thereafter, the method (200)
receives (206), by the processor (102), receive voice input from the detected user. In the end, the method (200) performs (208), by the
processor (102), actions based on the one or more hand gestures of the user and the received voice input from the detected user.
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