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(57) Abstract : 
The present invention discloses a system (100) and a method (200) for visual speech enactment using a neural network. The system 
includes a processor (102) to train neural network model to distinguish speech of a visible speaker from background noise using video 
and corresponding distracting soundtrack, add artificial background noise movies generated from the target speaker's voice, utilize 
deep neural network techniques for voice augmentation, implement a convolutional neural network model to generate clear 
spectrograms of improved voice based on lip frames and speech spectrograms. Additionally, the processor (102) may be configured to 
transform waveform signals using Short-Time Fourier Transform (STFT) and applying mel-scale filtering, and creating spectrograms 
for speech segments that enable effective enactment of visual speech by separating speech from noise and improving clarity and 
quality using neural network-based techniques. 
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