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(57) Abstract : 
ABSTRACT APPARATUS AND METHOD FOR DEEP LEARNING BASED ENGLISH ACCENT TRAINING ECOSYSTEM A 
system and a method for recommending English accent are disclosed. The apparatus (100) comprises a display (108) configured to 
display English content for a learner (118), a speaker configured to output the English content displayed on the display (108), a 
microphone (106) configured to record voice of the learner (118), wherein the content of the recorded voice includes displayed 
English content, a deep learning model generation unit configured to generate a deep learning model, and analyse the content of the 
recorded voice in terms of native and non-native English dataset using the deep learning model, and a processor configured to rate 
correctness of the analyses performed by the deep learning model generation unit. [Figure 1]  
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